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Two factors influence the diffuse transmittance ~t! of water-leaving radiance ~Lw! to the top of the
atmosphere: the angular distribution of upwelling radiance beneath the sea surface ~Lu! and the
concentration and optical properties of aerosols in the atmosphere. We examine these factors and ~1!
show that the error in Lw that is induced by assuming Lu is uniform ~i.e., in treating the subsurface
reflectance by the water body as Lambertian! is significant in comparison with the other errors expected
in Lw only at low phytoplankton concentration and then only in the blue region of the spectrum; ~2! show
that when radiance ratios are used in biophysical algorithms the effect of the uniform-Lu approximation
is even smaller; and ~3! provide an avenue for introducing accurate computation of the uniform-Lu diffuse
transmittance into atmospheric correction algorithms. In an Appendix the reciprocity principle is
derived for a medium in which the refractive index is a continuous function of position. © 1997 Optical
Society of America
1. Introduction

The feasibility of measuring marine phytoplankton
concentrations from Earth-orbiting sensors was dem-
onstrated by the proof-of-concept Coastal Zone Color
Scanner ~CZCS!1,2 mission. On the basis of the
CZCS experience several similar instruments with
more spectral bands and higher radiometric sensi-
tivity are being prepared for launch, e.g., the
sea-viewing wide field-of-view sensor ~SeaWiFS!,3
the moderate-resolution imaging spectroradiometer
~MODIS!,4 and so forth. The surrogate for measure-
ment of the phytoplankton concentration is the con-
centration of the photosynthetic pigment chlorophyll
a within the water ~actually within the phytoplank-
ton!. Because chlorophyll a has a broad, strong ab-
sorption in the blue ~;435 nm! and a minimum of
absorption in the green ~;565 nm!, the concentration
within the water can be estimated from the solar
radiance backscattered out of the water near these
wavelengths,5,6 the water-leaving radiance. Unfor-
tunately the water-leaving radiance typically com-
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prises at most 10% of the total radiance that exits the
top of the atmosphere ~TOA!. Briefly the radiance
exiting the TOA in a spectral band centered at li,
Lt~li!, can be written

Lt~li! 5 Lother~li! 1 Lw
a~li!, (1)

where Lother~li! represents the contribution to the
radiance from all sources except the water-leaving
radiance propagated to the TOA, Lw

a~li!. Sources of
Lother include scattering of solar radiation in the at-
mosphere, specular reflection of scattered and un-
scattered radiation from the direct solar beam by the
sea surface, and diffuse reflection from oceanic white-
caps. The atmospheric correction algorithm of Gor-
don and Wang7,8 estimates Lother and removes it from
the total radiance, thereby obtaining the water-
leaving radiance transmitted to the top of the atmo-
sphere, Lw

a~li!. The water-leaving radiance at the
TOA is related to the water-leaving radiance at the
bottom of the atmosphere ~usually called the water-
leaving radiance! through the diffuse transmittance
t~ĵv! defined by

t~ĵv! ;
Lw

a~ĵv!

Lw~ĵv!
,

where ĵv is a unit vector directed from the sea surface
to the sensor and Lw~ĵv! is the water-leaving radiance
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just above the surface. In addition to the attenua-
tion of Lw~ĵv! along the path from the surface to the
sensor, the diffuse transmittance also accounts for its
augmentation by the scattering of Lw~ĵ! into the di-
rection ĵv, i.e., atmospheric scattering from ĵ to ĵv.

The water-leaving radiance Lw can assume a range
of values. Table 1 provides values of Lw at 443 and
550 nm with the Sun near the zenith for a range of
pigment concentrations C9 ~the sum of the concentra-
tions of chlorophyll a and its degradation product
phaeophytin a! for case 1 waters,5 i.e., waters for
which the optical properties are controlled by the
water itself, the phytoplankton, and the phytoplank-
ton decay products. The goal of the atmospheric cor-
rection algorithm is the derivation of Lw from Lt with
an uncertainty of ,5% at 443 nm for very clear oce-
anic waters, e.g., the Sargasso Sea in summer ~for
which C ; 0.03 mgym3!. As t is of the order of unity,
the residual error in Lw at 443 nm ~after removal of
Lother from Lt! should be &0.1 mWycm2 mm sr. The
Gordon and Wang7 algorithm is capable of this per-
formance at 443 nm. It is clear that at higher pig-
ment concentrations the relative error in Lw at 443
nm will be higher, e.g., ;25% for C ; 1 mgym3 ~Table
1!. Furthermore the error in the removal of Lother at
550 nm is approximately 1⁄3–1⁄4 that at 443 nm,10 i.e.,
;0.03 mWycm2 mm sr. Thus even in the Sargasso
Sea in summer the relative error in Lw at 550 nm will
be ;10%.

To retrieve the water-leaving radiance from Lw
a,

we need to calculate the diffuse transmittance.
However, as we shall see, the diffuse transmittance
itself is a function of the water-leaving radiance, and
we generally need to know the angular distribution of
the water-leaving radiance to calculate the diffuse
transmittance. The angular distribution has been
shown to possess significant bidirectional struc-
ture11–13; however, in the computation of t it has been
assumed always that the water-leaving radiance is
nearly uniform ~independent of viewing direction!,
i.e., that the deviation of the actual radiance distri-
bution from uniform causes only negligible error in
the computation of t. Our objective is to evaluate
the validity of this assumption. As we focus on sen-
sors with a spatial resolution of ;1 km designed for
the open ocean, where the typical scale of variability
is a few kilometers, we assume that Lw is constant
over the scene. Thus the adjacency effect of the
atmosphere14–16 is ignored. We compare the dif-
fuse transmittance calculated with several realistic

Table 1. Water-Leaving Radiance Lw at 443 and 550 nm as a Function
of Pigment Concentration C

C
~mgym3!

Lw ~mWycm2 mm sr!

443 nm 550 nm

0.03 1.95–2.20 0.28–0.30
0.10 1.35–1.60 0.28–0.30
0.47 0.40–0.75 0.28–0.40
0.91 0.30–0.50 0.24–0.50
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water-leaving radiance distributions, including one
from actual measurements, with that with a uniform
radiance distribution. The results reveal that errors
in the retrieved water-leaving radiance caused by
making the uniform approximation are significant
compared with the error in Lother only in the blue and
at low pigment concentration.

2. Computational Procedure

For this research we assume the atmosphere is di-
vided into two layers, a molecular-scattering layer on
the top and an aerosol layer at the bottom. The
ocean surface is assumed to be flat.

The computation of t is straightforward: the ra-
diative transfer equation ~RTE! can be solved for the
radiance exiting the TOA Lw

a with the correct up-
welling radiance distribution Lu~ĵ! incident just be-
neath the sea surface. Accounting for the transfer of
radiance across the air–water interface,

t~ĵ! 5
Lw

a~ĵ!

Lw~ĵ!
,

where

Lw~ĵ! 5
Tf~ĵ9!

mw
2 Lu~ĵ9!.

Tf ~ĵ9! is the Fresnel transmittance of the interface for
radiance incident from below in the direction ĵ9, and
mw is the refractive index of water. ĵ and ĵ9 are
related by Snell’s law. This is the direct approach to
finding t~ĵ!. However, rather than use this ap-
proach we choose to solve the reciprocal problem and
use the reciprocity principle ~Appendix A! to derive t.

In the reciprocal problem, the extraterrestrial solar
beam is incident on the TOA. Let F0 be the extra-
terrestrial solar irradiance, ĵ0 a unit vector in the
direction of propagation of the solar beam, and LR~ĵ!
the resulting radiance propagating downward just
beneath the sea surface in the direction ĵ. Then it is
shown in Appendix A that

t~2ĵ0! 5
1

F0uĵ0 z n̂0uTf~ĵ0! *
Vd

uĵ z n̂uLR~ĵ!
Lu~2ĵ!

Lu~2ĵ09!
dV~ĵ!,

(2)

where Lu~2ĵ! is the upward radiance distribution
incident just beneath the sea surface for which we
want t, ĵ09 and ĵ0 are related by Snell’s law, and Vd
indicates the integral is to be evaluated over all
downward ĵ. If Lu~ĵ! is uniform, this becomes

t*~2ĵ0! 5
1

F0uĵ0 z n̂0uTf~ĵ0! *
Vd

uĵ z n̂uLR~ĵ!dV~ĵ!

5
ER~ĵ0!

F0uĵ0 z n̂0uTf~ĵ0!
, (3)

where ER~ĵ0! is the downward irradiance just be-
neath the surface in the reciprocal problem.

The relative error in the retrieval of water-leaving



radiance caused in making the uniform radiance ap-
proximation is

DLw~2ĵ0!

Lw~2ĵ0!
;

Lw*~2ĵ0! 2 Lw~2ĵ0!

Lw~2ĵ0!

5
t~2ĵ0! 2 t*~2ĵ0!

t*~2ĵ0!
, (4)

where Lw*~2ĵ0! is computed from Lw
a~2ĵ0! with

t*~2ĵ0!. Thus

DLw~2ĵ0!

Lw~2ĵ0!
5

1
ER~ĵ0! *

Vd

uĵ z n̂uLR~ĵ!F Lu~2ĵ!

Lu~2ĵ09!
2 1GdV~ĵ!.

(5)

For the development of the atmospheric correction
algorithm, Gordon and Wang7 carried out extensive
simulations ~;33,000! of the reciprocal problem for a
variety of aerosol models, aerosol optical thicknesses,
and ĵ0. According to Eq. ~5! we can use these exist-
ing simulations to compute the error for any radiance
distribution Lu~ĵ! without having to carry out further
radiative transfer simulations. This is the reason
for using the reciprocal approach developed here.

3. Computation of the Error in Lw

To compute the error in Lw with Eq. ~5!, we need the
radiance backscattered toward the surface in the wa-
ter. Precise computation of this requires coupling
the ocean and the atmosphere in a multiple-
scattering computation. However, because the radi-
ance reflected out of the ocean is small ~reflectance
,0.04!, the probability of photons being reflected out
of the ocean twice is negligible. Therefore the cou-
pling is not really required and the ocean and atmo-
sphere can be treated separately.17 To simplify the
computations further we do not consider multiple
scattering in the water. Rather we use the quasi-
single-scattering approximation ~QSSA!18,19 to pro-
vide Lu, given the scattering phase function for the
medium. For given optical properties of the ocean
the QSSA provides an upwelling radiance distribu-
tion beneath the surface that is identical in angular
distribution to that produced in single scattering and,
as such, represents the upper limit to the departure
of Lu from a uniform distribution for a given phase
function. The reason for this is that multiple scat-
tering will always produce a radiance distribution
smoother than single scattering.

We introduce a Cartesian coordinate system at the
sea surface with the z axis pointed in the downward
direction ~the same direction as n̂ at the surface!. In
this system we describe the direction of ĵ by the angle
u measured from the z axis and the azimuth angle f
measured from the x axis. If ĵ is directed toward
increasing depth, u , 90°. Thus the direction of the
solar beam ĵ09 in the water is specified by u09 and f09,
and for radiance in the water propagating upward
toward the sea surface u . 90°. We take f0 5 0, so
photons that are exactly backscattered from the
ocean-atmosphere system, i.e., scattered in the direc-
tion 2ĵ0, have f 5 180°.

By considering only the refracted direct solar beam
in the water, in the QSSA the upwelling radiance
distribution just beneath the sea surface is given
by18,19

Lu~u, f! 5 C~v0, P!F0T~u0!
cos u09P~Q!

cos u09 2 cos u
, (6)

where cos u , 0 and C is a constant depending mostly
on the value of the single-scattering albedo v0 but
also weakly on P. P~Q! is the scattering phase func-
tion of the medium for a scattering angle Q given by

cos Q 5 cos u cos u09 1 sin u sin u09 cos~f 2 f09!.

When diffuse skylight refracted into the water in the
direction ĵ9 is considered as well, an additional term

C~v0, P! *
ĵ9zn̂.0

Ld~ĵ9!
cos u9P~Q!

cos u9 2 cos u
dV~ĵ9!,

where Ld~ĵ9! is the sky radiance transmitted through
the air–sea interface and

cos Q 5 cos u cos u9 1 sin u sin u9 cos~f 2 f9!

must be added to the right-hand side of Eq. ~6!.
In general the scattering phase function for the

ocean, P~Q!, will be a combination of that attributed
to molecular scattering by the water itself ~Rayleigh
scattering! PR~Q!, and that resulting from scattering
by the suspended particles Pp~Q!, i.e.,

P~Q! 5
brPR~Q! 1 bpPp~Q!

br 1 bp
,

where br and bp are the Rayleigh and particle scat-
tering coefficients, respectively. In contrast to
forward-scattering angles for which Pp~Q! .. Pr~Q!,
Pp and Pr are comparable for Q * 80°, so Rayleigh
scattering plays an important role in the determina-
tion of P~Q! for Q * 80°. This is seen in Fig. 1, which
compares Pr with Pp measured by Petzold20 in San
Diego harbor. Petzold’s San Diego harbor phase

Fig. 1. Comparison of the scattering phase functions for Rayleigh
scattering and Petzold’s20 turbid water measurements.
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Fig. 2. Subsurface upwelling radiance predicted with the Rayleigh and Petzold phase functions, with radiances normalized to their
maximum value: ~a! Rayleigh with u0 5 40°; ~b! Rayleigh with u0 5 60°; ~c! Petzold with u0 5 40°; ~d! Petzold with u0 5 60°.
function is often taken in ocean radiative transfer
simulations as characteristic of particles in ocean
water.21–23

The limits for P~Q! are PR~Q!~bp ,, br! and
Pp~Q!~bp ,, br!. We estimate the error in Lw given
by Eq. ~5! in these two limits. In general the error
falls between these two limits. Figure 2 provides
the upward in-water radiance distribution Lu~2ĵ!
owing to the direct solar beam alone for these two
limits for u0 5 40° and 60°. In Figs. 2~a!–2~d! p 2 u
5 0 implies photons are traveling toward the zenith,
and for f 5 180° ~p 2 f 5 0! and u 5 u09 the photons
are backscattered exactly. Because photons with p
2 u greater than the critical angle ~;48°! cannot
escape the ocean when the surface is flat, the radi-
ance distributions are truncated at p 2 u 5 50°.
Also they are normalized to unity at their maximum
value. In the Rayleigh scattering limit an observer
looking into the water with u 5 u09 would see maxi-
mum radiance for f 5 180°, i.e., with the Sun at the
observer’s back. In contrast, in the pure particle
limit the maximum would be along f 5 0. As we
shall see, these radiance distributions lead to differ-
ent values for the diffuse transmittance t.

We applied Eq. ~5! and the QSSA to compute DLwy
Lw, the error in the recovered water-leaving radiance
made by assuming that Lu~u, f! is uniform ~constant!.
To compute LR~ĵ! and ER~ĵ0! in Eq. ~5!, we assume as
in Ref. 7 that the atmosphere can be approximated as
two layers with pure molecular scattering in the up-
per layer and pure aerosol scattering in the lower
layer. We use the Shettle and Fenn24 maritime
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aerosol model at 90% relative humidity ~M90! to pro-
vide the aerosol optical properties. The solution of
the reciprocal problem was obtained with the succes-
sive order-of-scattering method25 for solving the RTE.
The computations are provided for aerosol optical
thickness ta 5 0.1 and 0.2 and wavelengths l of 443
and 555 nm, the principal spectral regions used to
estimate the phytoplankton pigment concentration
from Lw.5 These values for ta are typical of those in
a pure maritime atmosphere.26–28

We begin by examining Sun-viewing geometry typ-
ical of scanning ocean color sensors: viewing in the
perpendicular plane ~fv 5 90°! at the center of the
scan ~uv ' 0! and near the scan edge ~uv ' 45°!, where
uv 5 180° 2 u and fv 5 180° 2 f; that is, uv is the
angle between the direction the radiometer is viewing
and the nadir, and photons that backscatter exactly
have fv 5 0. The computations were performed for
u0 5 0°, 20°, 40°, and 60° and thus cover the sensor’s
full scan as it progresses along the orbit with ever-
increasing solar zenith angles.

Figure 3 provides the error DLwyLw 5 ~t 2 t*!yt* by
assuming that Lw is uniform. In the case of a pure
Rayleigh-scattering ocean @Figs. 3~a! and 3~b!# the
maximum error is ,1% for all uv and u0. Further-
more the error depends only weakly on the wave-
length and ta. In contrast, in the case of a pure
particle-scattering ocean @Figs. 3~c! and 3~d!#, errors
as large as 4% are observed, along with considerable
dependence on wavelength and on ta. Similar re-
sults are obtained in other Sun-viewing geometries.
For example, Fig. 4 shows DLwyLw as a function of



Fig. 3. Error in t, induced by the assumption that Lu is uniform, as a function of wavelength and aerosol optical thickness at the SeaWiFS
scan center and scan edge: ~a! Rayleigh at the scan center, ~b! Rayleigh at the scan edge, ~c! Petzold at the scan center, ~d! Petzold at the
scan edge. Recall that we take the SeaWiFS scan edge to be uv ' 45°. The M90 aerosol model is used in all computations.
the viewing azimuth angle for situations in which uv
5 u0. The resulting errors are similar to those in
Fig. 3 although, in the case of a Rayleigh-scattering
ocean, the error near fv 5 0 or 180° ~the principal
plane! is much greater than that near fv 5 90° ~the
perpendicular plane!. As most ocean color instru-
ments scan closer to the perpendicular plane than to
the principal plane, this is not considered important.
Figure 5 provides the error as a function of the view-
ing angle in the perpendicular plane. The behavior
is similar to that in Fig. 4 although the error does not
exceed 4% over the meaningful range of uv ~0°–60°!.

These results can be explained qualitatively by the
variation of Lu~u, f! in the vicinity of the observation
direction. In Eq. ~5! LR~ĵ!, the radiance propagating
downward just beneath the sea surface when the
source is the solar beam incident on the TOA in the
direction ĵ0, is strongly peaked near ĵ 5 ĵ09. This
causes the error ~t 2 t*!yt* to be largely governed by
the behavior of Lu~2ĵ! in directions near 2ĵ09. Thus
~t 2 t*!yt* will be positive if Lu~2ĵ! near the obser-
vation direction ~2ĵ09! is larger than Lu~2ĵ09!; that is,
if we are observing in the direction of a relative min-
imum in Lu~2ĵ!, ~t 2 t*!yt* . 0. Conversely when
observing near a local maximum in Lu~2ĵ!, ~t 2 t*!yt*
, 0. Consider Fig. 4~d!; as fv varies with uv 5 u0,
the observation point moves parallel to the p 2 u axis
along p 2 u 5 40.5° in Fig. 2~d!. For fv 5 0, Lu~uv9,
fv! is a maximum, and with increasing fv a minimum
is reached near uv 5 60° and a second maximum is
reached at fv 5 180°. As expected, Fig. 4~d! shows
the inverse pattern in ~t 2 t*!yt*. A similar pattern
is seen in Fig. 4~c! compared with Fig. 2~c!; however,
in Fig. 2~c! the Lu minimum is near fv 5 90° rather
than 60° and the maximum at fv 5 180° is not as
strong. Figures 4~a! and 4~b! show a pattern con-
trasting with Figs. 4~c! and 4~d! in that the maximum
in ~t 2 t*!yt* occurs at fv 5 180°. This is attributed
to the fact that for the Rayleigh-scattering case the
maximum in the Lu surface for a given uv occurs at fv
5 0, and the radiance then decreases monotonically
to a minimum at fv 5 180°. The maximum values
of u~t 2 t*!yt*u are approximately the same for the two
water-scattering phase functions in Fig. 4, but this
should be expected as the range of variation of Lu is
similar in all four cases examined.

The small ~t 2 t*!yt* values in the principal plane
for the Rayleigh-scattering case @Figs. 3~a! and 3~b!#
are now easy to understand: as fv varies near 90°,
positive and negative contributions to the integral in
Eq. ~5! from smaller values of fv are canceled by
contributions from larger values. The results in Fig.
5 can be explained in a similar manner.

The dependence of ~t 2 t*!yt* on l and ta in Figs.
5~a!–5~d! is caused by their effect on LR~ĵ! in Eq. ~5!.
As ta increases or l decreases, the sky radiance be-
comes more diffuse and the contributions to the in-
tegral in Eq. ~5! can come from directions 2ĵ farther
from 2ĵ09. Because most of the sky radiance in di-
rections far from ĵ0 is attributed to Rayleigh scatter-
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Fig. 4. Error in t, induced by the assumption that Lu is uniform, as a function of wavelength, aerosol optical thickness, and viewing
azimuth fv for u0 5 uv: ~a! Rayleigh with u0 5 40°, ~b! Rayleigh with u0 5 60°, ~c! Petzold with u0 5 40°, ~d! Petzold with u0 5 60°. The
M90 aerosol model is used in all computations.
ing, changing from 555 to 443 nm, which increases
the Rayleigh-scattering optical thickness tr by a fac-
tor of ;2.5, causes a much greater change in the
magnitude of ~t 2 t*!yt* than doubling the aerosol
optical thickness. Also as expected, the magnitude
of ~t 2 t*!yt* is greater in the blue than in the green
for all cases we examined.

We also carried out computations of DLwyLw using
actual measurements of radiance distributions made
by Voss13,29 on the RyV New Horizon west of San
Diego at 32°409N and 121°189W. In this case the
water itself contributed &1–2% to the total backscat-
tering in the blue.13 The radiance distributions at
450 and 500 nm are provided in Fig. 6 for u0 5 60°.
Note the similarity of these to those for the particle-
dominated ocean @Figs. 2~c! and 2~d!#; however, the
total variation ~minimum to maximum! of the mea-
sured Lu~u, f! is smaller, as would be expected in the
presence of multiple scattering. Figure 7 provides
the resulting DLwyLw as a function of fv with uv 5 u0
@Fig. 7~a!# and as a function of uv in the perpendicular
plane @Fig. 7~b!# for 443 and 510 nm. For the
443-nm computations Lu at 450 nm was used, while
for 510 nm Lu at 500 nm was used. The resulting
errors are similar to those provided in Figs. 4 and 5.
The strikingly different behavior of the error at the
two wavelengths for fv 5 0 and 60° in Fig. 7~b! is
explained by the differences in the two radiance dis-
tributions.

By considering that the goal of atmospheric correc-
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tion is recovering Lw at 443 nm to within 65% in very
clear ocean water, we see that the assumption that
Lu~u, f! is uniform can lead to significant error in Lw
in such situations, i.e., errors in magnitude similar to
Lother, when the phase function is similar to Pet-
zold’s20 or when the radiance distribution is similar to
that measured on the New Horizon. However, in
more productive waters or in the green the error in
the recovered Lw induced by this assumption will
usually be small compared with that induced by error
in removing Lother, that is, the error in Lw

a itself will
be considerably more than the error in Lw induced by
replacing t by t*.

Finally most algorithms for relating Lw to water
constituents involve the use of radiance ratios.5 For
algorithms that make use of the ratio Lw~443!y
Lw~555!, e.g., the CZCS phytoplankton pigment algo-
rithm, Figs. 3–5 suggest that the error in this ratio
induced by replacing t by t* is &2%, with the excep-
tion of a very clear ocean ~Rayleigh scattering! view-
ing near fv 5 0 with uv 5 u0 5 60°, for which the error
is ;3% @Fig. 4~b!#.

4. Inclusion of t* in Atmospheric Correction

It is clear that usually t can be replaced by t*, so it
is important to include accurate computation of t*
in the atmospheric correction algorithm. Equation
~3! shows that t* is simply the transmittance of
solar irradiance from the TOA to just beneath the
sea surface. This quantity is easily computed,30



Fig. 5. Error in t, induced by the assumption that Lu is uniform, as a function of wavelength, aerosol optical thickness, and viewing angle
uv in the perpendicular plane of the Sun: ~a! Rayleigh with u0 5 40°, ~b! Rayleigh with u0 5 60°, ~c! Petzold with u0 5 40°, ~d! Petzold with
u0 5 60°. Recall that for SeaWiFS we take the scan edge to be uv ' 45°. The M90 aerosol model is used in all computations.
and studies6,14 show that because of the strong for-
ward scattering associated with aerosols, if the
aerosol is nonabsorbing, t* is only a weak function
of the aerosol optical thickness ta. Furthermore
additional simulations we carried out ~not shown!
demonstrate that as expected, when the aerosol is
absorbing, t* is independent of the aerosol vertical
structure.

In the original CZCS atmospheric correction algo-
rithm the presence of aerosol was ignored completely
and t* was approximated simply as exp~2try2 cos
uv!.6,14 We propose a simple method of including ac-
curate computation of t* in the Gordon and Wang7,10

atmospheric correction algorithm. Recall that the
Gordon and Wang algorithm makes use of the vari-
ation of Lother in the near infrared ~NIR! to select an
aerosol model from a set of candidate models for es-
timating Lother in the visible. After an aerosol model
is chosen, Lother in the NIR can be used to estimate ta
at all wavelengths. An aerosol model and ta are all
that are needed to compute t* accurately. Our sim-
ulations show that for a given aerosol model the de-
pendence of t* on ta is almost exponential; that is,
t*~u! ' A~u!exp@2B~u!ta#. Thus for a given u only
two precomputed parameters are needed to provide
t*. For effecting the removal of Lother, a set of lookup
tables ~LUT’s! were prepared that relate Lother to ta
for each candidate aerosol model, Sun-viewing geom-
etry, and wavelength by solving the RTE for a two-
Fig. 6. Subsurface upwelling radiance distributions measured by
Voss with the radiance distribution system (RADS)13,29: ~a! l 5
450 nm, u0 5 58.2°; ~b! l 5 500 nm, u0 5 59.7°.
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layer atmosphere ~aerosols on the bottom!. These
existing solutions to the RTE can be used with Eq. ~3!
for computing the required t* because t* does not
depend on the vertical structure of the aerosol. Be-
cause the Lother LUT’s were prepared for u0 5
0~2.5°!80°, i.e., 33 values of u0, LUT’s that relate t* to
ta with the same resolution require only 66 constants
for each wavelength and candidate aerosol model of
interest. In contrast the LUT’s for Lother require
;35,000 constants per aerosol model per wavelength.
Thus computation of a precise value of t*~u! within
the framework of the Gordon and Wang algorithm is
not a challenge.

5. Concluding Remarks

We examine the effects of factors that influence the
diffuse transmittance of the water-leaving radiance
to the top of the atmosphere: the angular distribu-
tion of upwelling radiance beneath the sea surface
and the concentration and optical properties of the
aerosol in the atmosphere. Several conclusions are
possible based on the analysis.

First, the error in Lw that is made by assuming that
Lu is uniform is &4% for viewing geometries typical of
ocean color observations and aerosol optical thick-
nesses typical of the open-ocean marine atmosphere.
Because the error in retrieving Lw

a from Lt will usu-

Fig. 7. Error in t, induced by the assumption that Lu is uniform,
as a function of wavelength and aerosol optical thickness, with the
Voss subsurface upwelling radiance distribution: ~a! u0 5 60°
viewing in the perpendicular plane to the Sun, ~b! uv 5 u0 5 60°
with viewing azimuth fv. The M90 aerosol model is used in all
computations.
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ally exceed 4% by a considerable amount, the depar-
ture of Lu from uniform usually can be ignored. An
exception is for low values of C in the blue where Lw

a

is large and its removal from Lt can be expected to be
in error by &5%. Thus for atmospheric correction
over clear water in the blue it will be necessary to
estimate the angular distribution of Lu in the com-
putation of t to insure that the error in Lw remains
,5%. This can be accomplished with an estimate of
C, obtained with t*, in an iterative manner as sug-
gested by Morel and Gentili.31 In contrast, for sen-
sors that are capable of viewing over a large range of
azimuth angles, e.g., the polarization and direction-
ality of the Earth reflectance instrument ~POLDER
mission!,32 the uniform Lu assumption can lead to an
error of more than 6% in Lw ~Fig. 4!, and the error is
highly dependent on the viewing azimuth relative to
the Sun. Second, when biophysical products, e.g., C,
are derived from ratios of Lw at two wavelengths, the
effect of replacing t by t* is significantly smaller than
the effect on Lw. Finally, accurate computation of t*
can be included in any atmospheric correction algo-
rithm that makes use of candidate aerosol models to
remove Lother, e.g., Ref. 7.

Appendix A: Reciprocity Principle

Case33 and Case and Zweifel34 provide a generaliza-
tion of Chandrasekhar’s35 derivation of the reciproc-
ity principle. However, both Case’s and
Chandrasekhar’s results are applicable only to media
with a constant index of refraction. Because we
were unable to find in the literature a similar result
for media with variable refractive index, we provide
here a derivation of the reciprocity principle for a
medium in which the refractive index m is a function
of position. We then use this to derive Eq. ~2!.

In the absence of internal sources with such a me-
dium occupying a volume V and illuminated from the
outside, the radiance L~,, ĵ! along a ray is governed
by the RTE,

d
d, FL~,, ĵ!

m2~,! G 5 2c~,!
L~,, ĵ!

m2~,!

1 *
4p

b~,; ĵ93 ĵ!
L~,, ĵ!

m2~,!
dV~ĵ9!, (A1)

where ĵ is a unit vector tangent to the path of the ray
and , is measured along the ray. In this equation
b~,; ĵ93 ĵ! is the volume-scattering function for scat-
tering from ĵ9 to ĵ, c~,! is the beam attenuation coef-
ficient of the medium, and dV~ĵ9! is a differential of
solid angle around ĵ9. To derive the reciprocity prin-
ciple we imagine a given medium with two different
radiance distributions incident on a volume V from
the outside. We index the solution to these two



problems by indices 1 and 2. Thus for problem 1 we
have

d
d, FL1~,, ĵ!

m2~,! G 5 2c~,!
L1~,, ĵ!

m2~,!

1 *
4p

b~,; ĵ93 ĵ!
L1~,, ĵ9!

m2~,!
dV~ĵ9!,

(A2)

with a similar equation for problem 2. Now in prob-
lem 2 we reverse the sign of ĵ everywhere, i.e.,

2
d
d, FL2~,, 2ĵ!

m2~,! G 5 2c~,!
L2~,, 2ĵ!

m2~,!

1 *
4p

b~,; ĵ932ĵ!
L2~,, ĵ9!

m2~,!
dV~ĵ9!,

(A3)

where the minus sign on the left-hand side is intro-
duced so that the direction of increasing , is in the
direction 1ĵ in both problems 1 and 2. The integral
term in Eq. ~A3! can be rearranged in the following
manner: first, because the direction ĵ9 is an integra-
tion variable, it can be replaced by 2ĵ9 everywhere in
the integral; next we recall that b~,; 2ĵ932ĵ! 5 b~,;
ĵ 3 ĵ9!; and finally we note that dV~2ĵ9! 5 dV~ĵ9!.
Thus the integral term in Eq. ~A3! can be written

*
4p

b~,; ĵ3 ĵ9!
L2~,, 2ĵ9!

m2~,!
dV~ĵ9!.

Now multiply Eq. ~A2! by L2~,, 2ĵ!ym2~,! and Eq.
~A3! by L1~,, ĵ!ym2~,! and subtract. Then multiply
the result by m2~,!dV~ĵ!dV and integrate over all V~ĵ!
and over V. The left-hand side of the result is

*
4p

dV~ĵ! *
V

m2~,!
d
d, FL1~,, ĵ!

m2~,!

L2~,, 2ĵ!

m2~,! GdV,

and the right-hand side is

*
V

dV * dV~ĵ!m2~,! * b~,; ĵ93 ĵ!
L1~,, ĵ9!

m2~,!

L2~,, 2ĵ!

m2~,!

3 dV~ĵ9! 2 *
V

dV * dV~ĵ!m2~,!

3 * b~,; ĵ3 ĵ9!
L1~,, ĵ!

m2~,!

L2~,, 2ĵ9!

m2~,!
dV~ĵ9!.

Clearly the terms on the right-hand side add to zero,
so

*
4p

dV~ĵ! *
V

m2~,!
d
d, FL1~,, ĵ!

m2~,!

L2~,, 2ĵ!

m2~,! GdV 5 0

Now we write dV 5 dA~ĵ!d,, where dA~ĵ! is a differ-
ential of area with normal in the direction of ĵ. Then
with the fact that m2~,!dA~ĵ!dV~ĵ! is constant along
the path of the ray,36

*
,1

,2 d
d, F*

A
*

4p

L1~,, ĵ!

m2~,!

L2~,, 2ĵ!

m2~,!
m2~,!dV~ĵ!dA~ĵ!G

3 d, 5 0,

or

*
A

*
4p

FL1~,, ĵ!L2~,, 2ĵ!

m2~,!
dV~ĵ!dA~ĵ!G

,1

,2

5 0,

where ,1 is the beginning of the path in V ~the posi-
tion where the ray enters V! and ,2 is the end of the
path ~the position where the ray exits V!. If n̂ is the
outward normal to the surface of V, dA~ĵ! at ,1 or ,2
is ĵ z n̂dS, where dS is the associated differential
element of area on the surface of V, and this equation
becomes

*
S

dS *
4p

ĵ z n̂
L1~r, ĵ!L2~r, 2ĵ!

m2~r!
dV~ĵ! 5 0, (A4)

with r specifying the position of a point on the sur-
face. This is the reciprocity principle for a medium
with variable m. It can be rearranged to read

*
S

dS *
ĵ z n̂,0

uĵ z n̂uFL1~r, ĵ!L2~r, 2ĵ!

m2~r!

2
L1~r, 2ĵ!L2~r, ĵ!

m2~r! GdV~ĵ! 5 0, (A5)

where the integration over V~ĵ! is only over directions
for which ĵ z n̂ , 0. When there are internal sources
in the medium of intensity density, Q~r, ĵ!, where r
specifies the position of a point in the medium, a term
Q~r, ĵ!ym2~r! must be added to the right-hand side of
Eq. ~A1!. In this case it is easy to show that the
right-hand side of Eq. ~A5! becomes

*
4p

dV~ĵ! *
V

dVFQ2~r, 2ĵ!L1~r, ĵ!

m2~r!

2
Q1~r, ĵ!L2~r, 2ĵ!

m2~r! G .

It is straightforward to use this to derive Eq. ~2!.
Consider a volume with upper surface at the top of the
atmosphere and lower surface just beneath the sea
surface. Then for problem 1 choose the incident ra-
diance on the TOA to be that of the solar beam; that is,
L1~rT, ĵ! 5 F0d~ĵ 2 ĵ0!, where rT is a TOA point and ĵ0
is the direction of the solar beam. We assume that
there is no upward radiance incident at rB, a point
just beneath the sea surface; that is, L1~rB, ĵ! 5 0
for ĵ z n̂ , 0. This is referred to in the text as the
reciprocal problem. For problem 2 ~the direct prob-
lem in the text! we let L2~rT, ĵ! 5 0 for ĵ z n̂ , 0 ~no
incident radiance on the TOA! and L2~rB, ĵ! be spec-
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ified for ĵ z n̂ , 0, i.e., a specified upward radiance
distribution incident on the bottom surface. Then,
applying Eq. ~A5!, we have

L2~rT, 2ĵ0! 5
1

F0uĵ0 z n̂u *
Vd

uĵ z n̂u

3
L1~rB, ĵ!L2~rB, 2ĵ!

mw
2 dV~ĵ!,

where Vd is the full solid angle in the downward
direction and mw is the refractive index of water.
Letting ĵ09 be the direction of the refracted solar
beam in the water for a flat surface,

L2~rT, 2ĵ0!

L2~rB, 2ĵ09!
5

1
F0uĵ0 z n̂umw

2 *
Vd

uĵ z n̂u

3 L1~rB, ĵ!
L2~rB, 2ĵ!

L2~rB, 2ĵ09!
dV~ĵ!. (A6)

In the absence of absorption and scattering in the
atmosphere,

L1~rB, ĵ! 5 Tf~ĵ0!F0

uĵ0 z n̂u
uĵ09 z n̂u

d~ĵ 2 ĵ09!,

where Tf ~ĵ! is the Fresnel transmittance of the inter-
face. Equation ~A6! then yields

L2~rT, 2ĵ0! 5
Tf~ĵ0!

mw
2 L2~rB, 2ĵ09!,

which is the familiar relationship for the propagation
of radiance across the air–sea interface. If we re-
place L2~rB, 2ĵ09! in Eq. ~A6! by Lw~rB, 2ĵ0!, the
water-leaving radiance just above the sea surface;
that is,

L2~rB, 2ĵ09! 5
mw

2

Tf~ĵ0!
Lw~rB, 2ĵ0!,

then Eq. ~A6! becomes

L2~rT, 2ĵ0!

Lw~rB, 2ĵ0!
5

1
F0uĵ0 z n̂uTf~ĵ0! *

Vd

uĵ z n̂u

3 L1~rB, ĵ!
L2~rB, 2ĵ!

L2~rB, 2ĵ09!
dV~ĵ! ; t~2ĵ0!.

t~2ĵ0! is the quantity we defined as the diffuse trans-
mittance in Eq. ~2!.
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